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ABSTRACT
After years in the lab, interactive public displays are finding their
way into public spaces, shop windows, and public institutions. They
are equipped with a multitude of sensors as well as (multi-) touch
surfaces allowing not only the audience to be sensed, but also their
effectiveness to be measured. The lack of generally accepted de-
sign guidelines for public displays and the fact that there are many
different objectives (e.g., increasing attention, optimizing interac-
tion times, finding the best interaction technique) make it a chal-
lenging task to pick the most suitable evaluation method. Based
on a literature survey and our own experiences, this paper provides
an overview of study types, paradigms, and methods for evaluation
both in the lab and in the real world. Following a discussion of de-
sign challenges, we provide a set of guidelines for researchers and
practitioners alike to be applied when evaluating public displays.
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1. INTRODUCTION
Interactive public displays are leaving the labs and are being de-

ployed in many places. Nowadays, they permeate public spaces,
shop windows as well as malls, workspaces, and public institutions
and are equipped with sensors, such as cameras, that enable pres-
ence and motion sensing. At the same time, new (consumer) de-
vices and software enter the market (e.g., the Microsoft Kinect),
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Figure 1: Studying public displays in the lab (left) / field (right)

hence providing opportunities for researchers to create novel inter-
action techniques. Hence, there is an emerging need for both prac-
titioners and researchers, to understand how to best evaluate public
displays with regard to effectiveness, audience behavior, user expe-
rience and acceptance, and social as well as privacy impacts.

Since today no commonly accepted guidelines exists as to how
(applications for) public displays should be designed, the evalua-
tion of these is both crucial and challenging for several reasons.
First, display deployments are often opportunistic. As new infras-
tructure or real estate is being created, the premises are often aug-
mented with public displays, having only little knowledge of the
audience. Second, simulations of the environment a display is de-
ployed in are difficult, as there are no (dynamic) models yet (e.g.,
of the stream of visitors passing through a pedestrian area). As a
result, evaluation has to be conducted in context (both in the real
world and in the lab). Third, there is not one single goal that pub-
lic displays (or their content) try to achieve. Ads most likely strive
for maximizing attention, interactive games may want to create an
engaging experience, informative applications (e.g., a public trans-
port schedule) may aim at maximizing usability, and some displays
may be deployed to show warnings to passers-by or support the fast
evacuation of a building. Fourth, measuring the effectiveness of a
display is difficult. Compared to the internet, it is often not possible
to monitor user interaction, but sensors might in the future allow to
extract richer information based on the interaction. This, however,
might raise privacy concerns (e.g., when using a camera in public
space), hence determining and restricting the means for evaluation.

In order to tackle these challenges, we set out to provide guide-
lines for evaluating public displays. Our work is grounded in a
comprehensive literature survey, based on which we identified com-
mon study types, paradigms, and methods including their respec-
tive advantages and disadvantages. We discuss and validate them,
ultimately deriving guidelines that can help researchers and practi-
tioners to choose an evaluation method for their public display.
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2. RELATED WORK
Our research is based on an extensive literature review with the

goal to identify methods and tools that are used to evaluate public
display. As of January 2012, 522 papers can be found in the ACM
Digital Library that are concerned with public displays or digital
signage. Most of these papers evaluate their concepts and deploy-
ments. Even nowadays, more than 30 years after Hole-in-Space1,
one of the first public display installation, neither design guidelines
for public displays exists, that cover a broad spectrum of systems
and applications, nor do generally accepted evaluation guidelines.
However, several ideas have been around in recent years.

Cheverst et al. [11] reported on challenges of evaluating situated
displays deployed in a community setting. Storz et al. published
lessons learned from the deployment of the eCampus public display
network [36] that provides useful information for informing the de-
sign of public display (networks) but only little information with
regard to evaluation. Mankoff et al. [20] looked at the evaluation
of ambient displays, focusing mainly on effectiveness and usability.
Starting from Nielsen’s usability heuristics, they created a modified
set to be used for the evaluation. Finally, Matthews et al. [21] used
activity theory to evaluate peripheral displays. They identified an
initial set of evaluation metrics (appeal, learnability, awareness, ef-
fects of breakdowns, and distraction), that vary depending on the
importance of the display, but do not focus on evaluation methods.

Though many research papers provide useful lessons learned or
recommendations based on their findings (e.g., [15, 36]), most pre-
vious work either focusses on a rather specific application domain
(community/situated displays, ambient displays), draws from find-
ings of their deployment(s) only, or treats evaluation only on the
side / on a high level. To overcome these limitations, we base our
findings on a comprehensive literature review, identifying research
questions, research types, and approaches to research and methods
used in public display research.

3. RESEARCH QUESTIONS
In the following we describe the most popular questions resear-

chers tried to answer during their evaluations. Note, that many
projects tackled sub questions to these (e.g., numbers of glances
or interactions as subquestions to display effectiveness).

• Audience Behavior: A major focus of research is how the
audience behaves around a display. Prior work identified ef-
fects such as the honeypot [9, 25], where interacting users
attract more users, the sweet spot [6], which is a preferred po-
sition in front of the screen, or the landing zone [25], where
people only realize that a display is interactive after passing
it. Though mostly conducted in the real world, we also found
examples of evaluation in the lab [6]. Audience behavior can
be assessed by observations [13] and log data [32].

• User Experience: User experience describes the overall ex-
perience of interacting with a display. This is important in
public display research as high user experience may lead to a
higher motivation to use the application and possibly take in
the user for as long as possible. Researchers examined differ-
ent interaction techniques and their effect on user experience
based on (standardized) questionnaires, e.g., interactions me-
diated through a mobile device [4] or direct touch [31].

• User Acceptance: Often used in early stages of the devel-
opment process, the user acceptance investigates users’ mo-
tives and incentives to interact with a display. It can be ass-

1Hole-in-Space: http://www.ecafe.com/getty/HIS/

esed qualitatively based on subjective feedback, e.g., in focus
groups to collect the target group’s view and concerns [11] or
quantitatively based on questionnaires [23].

• User Performance: Measuring effectiveness from a user’s
perspective is often done when evaluating novel interaction
techniques, e.g., based on a camera, mobile phones [4] or
direct touch [12]. User performance can be quantified by
measuring task completion times and error rates [4, 12, 33].

• Display Effectiveness: Interesting especially from an eco-
nomic perspective, several studies aimed at measuring the ef-
fectiveness of public displays (e.g., how many people passed-
by a display [24], how many looked at it [15, 26] and how
many started interacting with it [25].

• Privacy: Some projects aimed at understanding the users’
concerns on privacy. Alt et al. look at how mobile phone
can overcome privacy issues [3], whereas Shoemaker et al.
explored an interaction technique that allows private infor-
mation to be shown on a shared display [35].

• Social Impact: Finally, social impact has been subject to re-
search. Evaluations looked at how display applications could
foster social interaction [22], how users engage in social inter-
action [25], which types of communities form around public
displays [1, 11], and which social effects occur [8].

Table 1 provides a summary of research projects classified by the
tackled research questions. Furthermore, we distinguished whether
the evaluation was conducted prior to creating a prototype by ask-
ing users or running an ethnographic study, or whether a prototype
was evaluated in a lab study, field study, or in the context of a de-
ployment (see section 4.3 Paradigms).

4. APPROACHES TO RESEARCH
The following section provides an overview of different study

types and paradigms we found throughout the literature review. They
will be briefly explained, followed by a discussion of their advan-
tages and disadvantages. As different notions are used throughout
literature, we adhere to the notions by Nielsen [27] and Lazar [19].

4.1 Study Types
We categorized related work according to the three principle

types of research: descriptive, relational, and experimental research.

4.1.1 Descriptive Studies
Descriptive research aims at merely describing what is going on

in a certain situation. This description can be qualitative (e.g., ob-
servations [26], interviews [1], focus groups [2]) as well as quan-
titative (e.g., photo logs [1], etc.). Descriptive research is the only
of the three types of research where variables do not need to vari-
ate, e.g., multiple prototypes to be compared are not needed. It is
striking that the vast majority of public display research includes
descriptive methods. Good examples for descriptive research are
the CityWall [30] and Worlds of Information [17]. In both studies,
a single prototype is deployed and user behavior around the dis-
play is being measured, analyzed, and described (e.g., observations,
questionnaires, etc.). One major benefit of descriptive research is
that no hypotheses to be tested are needed, and therefore no general
theory is necessary that the hypotheses can be derived from. It is
especially suited for a research field that is in an early phase and
does not possess general theories yet, like public displays. How-
ever, descriptive studies of single prototypes create isolated spots
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Asking Users Ethnography Lab Study Field Study Deployment-based
Research

Audience
Behavior

Display Blindness
[26], Public Notice
Areas [1]

Public Notice Areas [1] Cylindrical Displays [6] Looking Glass [25] Hermes [10], eCampus
[36], MobiDIC [26], UBI-
Oulu [29]

User
Experience

Sweep and Point & Shoot [4],
RayCasting [38]

Digifieds [3] Nnub [31]

User
Acceptance

Campus Coffee
[11]

Public Notice Areas [1] Mobile Contextual Displays [2],
Campus Coffee [11]

AmIQuin [23]

User
Performance

TouchProjector [7], Push-and-
Pop [12], PhoneTouch [33], Spot-
light [18]

LightSpace [39] MobiDIC [26]

Effectiveness Display Blindness
[26]

When does the public
look at displays? [15]

Looking Glass [25], Interactive
Public Ambient Displays [37]

Reflective Signs [24],
Looking Glass [25],
Digifieds [3]

Privacy Digifieds [3] Digifieds [3], Single Dis-
play Privacyware [35]

Social Impact Public Notice Areas [1] FunSquare [22], CityWall
[30], Worlds of Informa-
tion [17]

Nnub [31]

Table 1: Selected examples for the evaluation of public display (applications) based on different objectives.

in the design space of public displays without relations to other
studies. This makes it difficult to compare results and designs, and
ultimately to understand the structure of the entire design space.
Hence, in the long run the progress of public display research may
be hindered if the pure focus on descriptive studies persists.

4.1.2 Relational Studies
Relational research aims at showing that two or more variables

covariate, i.e., that there is a relation between two or more factors.
In particular, by relational research, no causality can be attributed,
i.e., it is unknown which of the variables causes the other to change,
or whether both depend on a third, unknown variable. Relational
studies are rare in public display research, in particular because
not many relationships between different dependent variables are
considered to be interesting. Exceptions include ReflectiveSigns
[24], where it is shown that the time people spend looking at public
display content does not correlate with people’s stated interest.

4.1.3 Experimental Studies
Experimental research aims at determining causality, i.e., that

one variable directly influences another variable. Experiments pos-
sess the following characteristics [19]: They are based on hypothe-
ses, there are at least two conditions, the dependent variables are
measured quantitatively and analyzed through statistical significance
tests, they are designed to remove biases, and they are replicable.
Experiments aim to refute (or fail to refute) hypotheses, and these
hypotheses are usually derived from theories. Therefore, entire the-
ories can be refuted by experiments. Experiments can be conducted
in the laboratory (more control) or in the field (higher ecological
validity). Whereas a lot of experimental studies conducted in the
lab can be found (e.g., in order to evaluate user performance with
regard to a novel interaction technique [4, 7, 12, 18]), real-world
experiments are rare in public display research, partially because
no coherent theories of public displays exist. Another reason is
that for an experiment multiple variations of a prototype need to be

developed, making such experiments in the real world particularly
time-consuming. One example for a field experiment is Looking
Glass [25], where the influence of different interactivity cues on
how many people interact with the displays were tested.

4.2 Research Phases
Research methods can be used in different phases during a project.

In the beginning, there is usually a phase of requirements analysis,
and there is no prototype yet [1, 2]. Typical methods used dur-
ing requirements analysis encompass ethnography and techniques
to ask users, such as focus groups, interviews, or questionnaires.
When the first prototypes are developed, usually a phase of forma-
tive studies follows. These are intended to give direction to the
design process and find properties and problems of the current pro-
totype. Formative techniques include deployment-based research,
lab studies, and techniques to ask users [3] (see below). When the
final prototype exists, summative studies come into play. They usu-
ally try to make some conclusion about the final prototype, e.g., by
comparing it to a baseline in a lab [6, 25] or field study [25].

4.3 Paradigms
We identified 5 evaluation paradigms either used to inform the

design of a prototype (ethnography, asking users) or to evaluate a
prototype (lab study, field study, deployment-based research).

4.3.1 Ethnography
In ethnographic studies, usually certain (social) settings are be-

ing investigated without intervention, e.g., without deploying a pro-
totype. Ethnographic studies have been used to inform the design of
public display systems. Alt et al. conducted an ethnographic study
to assess the motivation and intentions of stakeholders as well as so-
cial impact [1]. Huang et al. investigated current practices around
public displays [15]. The advantage of ethnographic studies is, that
they provide valuable information that could be used to enhance the
design of a public display (system), but often require a lot of effort.
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4.3.2 Asking Users
Similar to ethnography, users can be asked by interviews, ques-

tionnaires and focus groups. However, hypothetic questions usually
lead to poor answers (e.g., “What functionality would you expect
from a future version of this app?”). Therefore, users can also be
prompted with a prototype, and these methods can be combined
with lab or field studies, ethnographies, or longer deployments.

4.3.3 Lab Study
Lab studies are aimed at evaluating a system, e.g., a novel interac-

tion techniques, within a controlled environment. Lab studies can
be descriptive, relational, or experimental. During the lab study
both qualitative data (e.g., interviews [25], observations [6]) and
quantitative data (task completion time, error rates [4, 7]) can be
collected. The advantage of lab studies is that external influences
(other passers-by, environmental conditions) can be minimized and
(sensitive) equipment for proper measurements (cameras, sensors)
that would be difficult to deploy in public can be used [6]. The dis-
advantage of lab studies is, that they may provide only low ecolog-
ical validity and that the dynamics of the real world are excluded.

4.3.4 Field Study
In contrast to lab studies, field studies aim at evaluating a system

or technique in a (semi-) public setting. In contrast to deployment-
based research, they are rather short (days to months) and focussed
towards a single research question. Similar to the lab, they may
be descriptive, relational, or experimental. Data collection in the
field is often cumbersome and time-consuming, as automation may
be difficult due to privacy issues (e.g., recording video in a public
space). The advantage, however, is that a high ecologic validity of
the data can be assumed. Furthermore, there are aspects, such as
effectiveness [24], social effects [22], audience behavior [25], and
privacy implications [3] that are almost impossible to measure in
the lab. The disadvantage of field studies is, that they are usually
complex due to the high number of potential influences, and require
a tremendous effort in preparation (finding a suitable place, legal
issues, etc.). Traditional methods are observations and logging.

4.3.5 Deployment-based Research
Deployment-based research is a kind of action research that intro-

duces technology (e.g., public displays) into a social setting (e.g., a
city), to address some research questions derived from theory [25]
[3]. User feedback and involvement is then obtained, and in an
iterative process, the deployment is improved. At the same time,
this data is used to build and refine theory, which in turn generates
new research questions that can be addressed through changes in
the deployment. In contrast to field studies, deployments are re-
ally integrated into the everyday life of their users. The difference
with ethnography is, that there the researchers do not intervene by
deploying a prototype.

There is a continuum from cultural probes over technology probes
to deployments [16]. Cultural probes support users with things like
cameras to document their lives, while technology probes introduce
small prototypes in order to understand a given domain, sometimes
without the scientific rigor introduced in experiments. Only de-
ployments, however, really become permanent useful artifacts in
everyday life. Deployments enable researchers to investigate longi-
tudinal effects of use that cannot be investigated with other means.
They are also the only method which can really get rid of the nov-
elty factor which influences other kinds of studies. On the other
hand, the maintenance of such deployments binds considerable re-
sources. Examples of deployment based research are Hermes [10],
the Wray display [11], eCampus [36], and UBIOulu [29].

5. METHODS & TOOLS
Classical data collection methods are interviews, questionnaires,

focus groups, observations, and logging.
Interviews are often semi-structured, i.e., the interviewer follows

some pre-defined guidelines, but would dig deeper if he discovers
interesting findings. Interviews can also be conducted in context
(e.g., shortly after the subject used the system). Interviews are a
powerful method, to assess the user’s view (e.g., concerns, prob-
lems, opinions [3]).

Questionnaires are a useful method for the quantitative evalua-
tion of public displays. Questionnaires can be standardized, hence
allowing different system to be assessed and compared with regard
to, e.g., usability (System Usability Scale [5]), user experience (At-
trakDiff 2), or task load (NasaTLX [14]). On the other hand, ques-
tionnaires can be customized and used to ask the user about his per-
sonal view. Questionnaires have been used in many of the reviewed
projects in order to assess, e.g., user experience [6] or performance
and the users’ view [4]. Focus groups are used in early stages of
the design process (usually as soon as an early prototype exists), to
discuss it with people of the potential target group.

Focus groups are usually run with 5-8 people and sessions last
about 1-2 hours, including a demonstration (and hands-on) of the
system, followed by a discussion. The discussion is led by one of
the researchers based on guidelines, trying to answer important re-
search questions. In [2] a focus group was used to assess the user’s
view on contextual mobile displays and [11] used focus groups to
discuss multiple system designs with different degrees of interac-
tion. The advantage is that feedback (e.g., on potential issues) can
be provided in very early stages of the design process. On the other
hand, opinion leaders in the group may prevent some people from
stating their (contrasting) view.

Observations are most powerful when it comes to (post-hoc) as-
sessing audience behavior [6], but also effectiveness [25] and social
impact [17]. In general, two forms can be distinguished. During
automated observations users are observed by cameras, installed in
a fix location (potentially filming both the screen and the viewer)
[6]. The video footage can be analyzed post-hoc using methods
from computer vision, such as shape or movement detection, eye
recognition, or manual annotation and coding [6]. When conduct-
ing manual observations, data can be gathered, e.g., by taking field
notes or pictures and videos from both the subject and the display
[25]. In this case, the observers usually hide in a location from
which both the screen and the interacting persons can be seen [3].
The advantage of the method is that users behave most natural as
they are not aware of being under investigation, making the findings
ecologically highly valid. On the downside, video-based observa-
tion may compromise the subjects’ privacy and conclusions on why
users behaved in a certain way may be very difficult. Because of
this, observations are often combined with (post-hoc) interviews.

User interaction can also be logged (e.g., time to perform a task,
number of clicks) during the study and be post-hoc analyzed. This
method is especially helpful especially when conducted over a longer
period of time. Means for logging include all types of (optical) sen-
sors that allow motion [6], eye gaze [34], presence [25], or user
interaction [3] to be assessed. Logging has been used in many ob-
servations, e.g., in order to assess trajectories [6], time of day [3]
and type of content [34] with which interaction occurred. The ad-
vantage of log files is that a lot of data can be gathered with literally
no effort. The disadvantage is that logging often concerns personal
data, which may be an issue in a public setting.

2http://www.attrakdiff.de/en/Home/
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Field Study Lab Study

avg. med. sd. avg. med. sd.

Interview 26.9 15.0 29.5 16.0 12.0 2.9

Observation 35.5 36.0 12.7 14.3 6.0 5.9

Questionnaire 38.4 32.0 37.4 15.0 12.5 5.0

Table 2: Average number of participants for different methods.
(Note that only within-subject designs were considered.)

6. ASSESSING VALIDITY
Our literature review revealed a broad set of study types and

methods that have been used by researchers during their evalua-
tions. We found that most of the projects used various methods in
parallel showing the complex nature of public display evaluations.
In the past 4 years we have carried out more than 30 studies includ-
ing public displays in the context of various (large-scale) research
projects, which allowed us to validate the methods described above.
In the following we provide a high-level summary of both our ex-
periences and findings from literature.

6.1 Internal, External & Ecological Validity
Most studies can be criticized as not exercising sufficient control

over confounding variables (internal validity), not generalizing to
other settings and situations (external validity), or not testing a re-
alistic situation (ecological validity). Internal, external, and ecolog-
ical validity can usually not be achieved at the same time. Rather,
studies must often sacrifice one or two of them to improve the third.
Often, in HCI, internal validity is prioritized, leading to highly con-
trolled lab studies with rather low ecological validity. In contrast,
public displays are, by their very nature, a very social phenomenon.
Behavior in the public space may be very different than what is ex-
pected from lab studies [15]. Therefore, ecological validity is often
prioritized over internal and external validity.

6.2 Study Size
An often occurring questions is that for sample size in order to be

able to draw well-founded conclusions. Though there is certainly
not an ultimate answer, we analyzed the number of participants
from more than 80 studies. Table 2 provides a rule of thumb as to
which sample sizes may be most appropriate for which method.

7. GUIDELINES
Obviously, researchers first of all need to be clear about their

research questions and should then decide whether to run a descrip-
tive, relational, or experimental study. Besides, we derived the fol-
lowing set of guidelines to help informing the design of public dis-
play studies.

Choose your focus on internal, external, or ecological valid-
ity: Often, control, generalizability, and realism may not all be
achieved at the same time. It is important to make clear which
kind of validity is in focus and which validity is partially sacrificed.
In public displays, often ecological validity is valued high, but it
has to be clear how internal and external validity are reduced and
measures may be taken to improve these (e.g., randomization to
decrease the influence of confounding variables).

Consider the impact of the content: Public display research is
not possible without content, but the impact of content and other
factors on usage is indistinguishable [36]. Thus, every study is at
risk that the results are only valid for the particular kind of content
tested. Testing different contents might help.

Understand the users: Public displays may have widely dif-
ferent users at different locations and different times. In [25], for
example, school children in the morning behaved very differently
from drunk people at night. Furthermore, it is generally advisable
to practice triangulation and combine different methods towards a
common research question. Experiments can often be accompanied
by descriptive research, and quantitative by qualitative measures.
The deployment in public space also introduces ethical issues, and
anonymization of any required data will usually be necessary.

Check for common problems: One of the most common prob-
lems with public displays is that they do not receive a lot of atten-
tion. This happens as passers-by do not expect them to be interac-
tive [25] nor they expect to find interesting content [26]. Engaging
people that actively promote displays might help to raise audience
awareness of a display’s interactive capabilities [28]. On the other
hand creating customized content that reflects the users’ interests
is expensive [36]. A possible solution can be seen in autopoiesic
content, i.e., self-generated content [22].

However, the effect of display blindness might be caused by
other factors imposed by the environment. For example, in the
Looking Glass study [25] at one location very few people looked at
the display because they turned their head in the opposite direction
looking down a road as they approached. In another example Storz
et al. [36] point out technical challenges. Their initial deployment
was much shorter than envisioned because their hardware was not
built for the specific setting that had a high volume of diesel fumes,
which in turn caused the projectors to shut down automatically. Be-
sides influencing the hardware, the setting can also influence the
user acceptance: previous research showed that placing a display
in a leisure-oriented environment, e.g., in a swimming hall, can
attract more attention than in a business-oriented, e.g., municipal
service center [28]. Hence, understanding the environment and its
challenges before the deployment is crucial.

8. CONCLUSION
In this paper we presented findings from an extensive literature

and from our own experience in evaluating public displays. We
extracted the most common research question, research types, and
methods and presented selected examples for the reader’s reference.
Based on our findings, we discussed common design challenges
and extracted a set of universally applicable guidelines, hence ac-
counting for the need of many researchers to design studies for
evaluating public displays.
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