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Abstract.  This technological chapter provides an overview of how real-world 
knowledge and context information can be integrated in pervasive advertising ap-
plications. Often developers of such applications integrate sensing technologies di-
rectly into their application. This has two consequences. First, developers need to 
learn how to interface, use and manage potentially distributed sensors for each in-
dividual sensing technology. Second, applications are hard to evolve, e.g. when a 
better sensing technology is available, the application must be modified so that it 
can interface with the new technology. As a solution to this problem we describe a 
methodology that facilitates the integration of sensing technologies and provides 
an overview of context management tools that are suitable for pervasive advertis-
ing applications. The presented methodology is extracted from previous research 
in context-aware systems and our own research in pervasive advertising. For a 
case study based on our Context Management Framework (CMF) we describe an 
application using public digital displays. We illustrate how the methodology can 
be applied for more effective development of pervasive advertising applications. 

1 The Challenge: Using Sensor and Context Information 

It is an intrinsic property of pervasive advertising applications that they rely on 
knowledge about the physical environment in which they operate. For instance in 
research, public displays are often used to show personalized advertisements with 
the objective of making advertising more effective and show more relevant infor-
mation to potential customers (Müller 2007). Such applications require sensors to 
detect the proximity of passers-by. Obtaining additional information, e.g. about 
the current activity of nearby people allows even further customization. Other ex-
amples include interactive display installations that engage potential customers 
with advertised products (Intel 2010) or contextualized advertisements on mobile 
phones (Nguyen 2010). 

A common problem of such applications is the effective integration of appro-
priate sensing technologies in the application. Ideally an application developer 
should be able to simply specify what information is required and get some notifi-
cations about changes in the real world to which the application needs to adapt. 
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Caring about individual interfaces and specific technologies or solving distribution 
and communication problems are practical problems that have to be solved, but 
are typically of secondary importance to integrators and researchers that are inter-
ested in the application itself.  

From previous research (Chen 2004, Dey 2001, Van Sinderen 2006) it is well 
known how common distributed middleware abstractions can effectively speed up 
development and provide a better degree of reusability. Nevertheless, pervasive 
advertising applications are often developed as vertical applications in which sens-
ing technologies are directly integrated in the application. As a consequence de-
velopers need to learn how to interface, use and especially manage potentially dis-
tributed sensors for each individual sensing technology. Also, applications are 
hard to evolve, e.g. when a better sensing technology is available, the application 
must be modified so that it can interface with the new technology. 

The objective of this chapter is to provide an overview of state-of-the art in 
context management and illustrate in a concrete case study how pervasive adver-
tising applications can be developed more effectively by using this knowledge. 
This chapter is intended for  

• Practitioners in industry that seek to integrate sensors in a cost effective way 
requiring a minimal level of expertise with the sensing technologies, 

• Researchers that study pervasive advertising applications, e.g. usability, ac-
ceptance, privacy, novel ways of applications and interactions, and 

• Sensor Technology Providers, i.e. researchers and businesses that develop 
sensors and sensing technologies and are interested in making their technolo-
gies available for easy use by pervasive advertising application developers.  

Section 2 defines our terminology. In section 3 we describe a targeted adver-
tisement scenario with public displays. Based on this scenario we describe chal-
lenges associated to managing context and provide an overview of suitable solu-
tions in section 4. In section 5 we describe a methodology that guides developers 
in integrating context in their applications. We describe our own context manage-
ment framework (CMF) in section 6, and in section 7 we present a case study in 
which we realize the application scenario. Finally, we discuss our design decisions 
in section 8 and conclude the chapter with a summary in section 9.  

2 What is Context? 

Our definition of context is based and closely related to Dey’s definition that re-
lates context to an entity such as people, places and things (Dey 2000). Further-
more, we use the term context information to explicitly relate to a concrete struc-
tured data set instead of the high level concept. 

We consider this relationship to a real-world entity as an important property of 
context information: rather than describing raw sensor data and having knowledge 
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about the related entity implicitly in the sensor and application, context informa-
tion carries the relationship to the entity in the data itself. This way, applications 
know what the data relates to without making potentially wrong assumptions. For 
instance, a context information instance directly embeds the information that the 
noise level is related to a particular shop. 

Context is typically related to information obtained from sensors that often pro-
vide potentially fast changing information about the physical world. In general we 
consider context information to be independent of the nature and usage of the data. 
For instance, static user profile data can also be considered as context information. 
When integrating context information in the application, it is however necessary to 
examine its origin, nature and use in more detail. This analysis and realization for 
pervasive advertising applications is the purpose of this chapter. 

3 Guiding Scenario: Context-aware Digital Signage 

Based on our own experience (Martin 2010,  Strohbach 2009) with building per-
vasive advertising applications prototypes, collaborations with stakeholders and 
previous academic work in this area (Mueller 2007, Ribeiro 2010), we choose a 
Digital Signage scenario to illustrate the importance of context management. In 
Digital Signage electronic displays are used for communicating to a potential 
audience. In connection with real-world knowledge they can help advertisers to 
better communicate and engage (Michelis 2009) with potential customers, e.g. by 
better targeting and measuring the impact of delivering advertising content and of-
fer interactive applications such as games. 

The tools and methods described in this chapter can easily be transferred to 
other forms of advertising, e.g. using other devices such as mobile phones 

 

Fig. 1: Context-aware Digital Signage Scenario using various context information sources 
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(Nguyen 2010), or modalities such as sound (Beyer 2010) or even smell (Crunch-
Gear 2008, Emsenhuber 2009). 

For our scenario as depicted in Fig. 1, we assume that customers have opted in 
to the services described below and provide personal information such as prefer-
ences and privacy settings. We also assume that the services are able to learn pre-
ferences and detect situations in which content and services are most likely to be 
accepted both based on anonymous statistical data and on an individual basis, and 
by correlating other user data. 

Displays in our scenario show targeted content depending on nearby individu-
als or groups of individuals. The content may be based on users’ profile informa-
tion, learned preferences, dynamic knowledge about users’ current situation such 
as activity, environmental context of the display (weather, temperature, brightness, 
noise, etc.), or  items on a public shopping list. The presentation of content is fur-
ther influenced by application specific knowledge that provides information about 
the success rates of certain content for a specific situation, time and location 
(Müller 2007). For instance younger people may be more receptive to an interac-
tive game than older people, or good weather may increase the likelihood of suc-
cessfully advertising ice-cream, while rain may increase the likelihood for adver-
tising umbrellas. 

Content is augmented with QR codes, i.e. two dimensional bar codes, or Near 
Field Communication (NFC) tags (NFC Forum 2011) that allow customers to re-
member the content or access a secondary web page offering additional product 
information and services. Remembered content can later be accessed in an experi-
ence log that, among other functions, supports the purchase of the advertised pro-
duct. Other services include buying the product on the spot, retrieving personal-
ized discount coupons in the form of barcodes, and a navigation service that uses 
displays and mobile phones (Rukzio 2009) to navigate customers to a destination, 
e.g. the place where they can buy the product. Such navigation itself may be 
weather dependent, e.g. to guide users in such a way that rain is avoided. The in-
teraction with the display and later actions, e.g. purchasing the product, provide 
valuable audience measurement data for advertisers. 

In addition to normal content, displays also offer interactive, product-related 
games. Players at different locations can interact by touch with a nearby display 
showing a collection of mobile phone models. The display prompts for a phone 
model that both players must touch at the same time in order to increase their 
scores. At the end of the game players receive a – potentially score-related – dis-
count coupon. The game performance is used as a form of audience measurement, 
i.e. for determining which models are identified fastest and can provide valuable 
feedback about customer’s product knowledge. 
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4 Context Management 

In the last decade, after Dey et al. raised an awareness on the importance of con-
text middleware (Dey 2001), a myriad of systems have been developed that seek 
to simplify development of applications that rely on sensor and context informa-
tion.  

In this section we provide an overview of some recent approaches and relevant 
systems. In particular we point out that current research, as for instance carried out 
in the EU project SENSEI (SENSEI 2011), shows that providing sensor and con-
text information from distributed, heterogeneous sources is still a challenging task. 
Further relevant systems are for instance surveyed by Kjær (Kjær 2007). 

4.1 Challenges of Developing with Context 

The scenario described in the previous section raises questions regarding the ac-
quisition, access and management of context information. We consider the follow-
ing aspects of key importance for effectively supporting application developers: 

• Discovery of context information, related to people, places and objects, e.g. 
identifying the passers-by 

• Discovery of mobile context sources such as a mobile phone sensor close to a 
display 

• Providing unified, high level abstractions for accessing heterogeneous con-
text sources providing static and dynamic information about people, places and 
things. These abstractions make it easier to adapt and extend the pervasive ad-
vertising application to different environments. 

• Appropriate handling of distributed context sources, e.g. sensors associated 
with displays, mobile phones or wireless sensor networks deployed in the envi-
ronment 

• Efficient monitoring of changing context conditions, such as passers-by ap-
proaching or leaving the vicinity of a display or display environment in order to 
display the right content 

4.2 Context Management and Access Approaches 

There are different approaches for gathering, managing and accessing context. 
These approaches range from libraries offering APIs to toolkits providing building 
blocks, to complete infrastructures through which local as well as distributed con-
text information can be accessed (Hong 2001). 
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Based on the challenges identified above, we provide an overview of frame-
works and their characteristics that can in principle be applied to the domain of 
pervasive advertising (cf. Table 1). 

Modern sensor APIs such as the Android Sensor API (Android 2011) or the 
Microsoft Sensor API (Microsoft 2011) typically provide low-level access to local 
sensors but also provide a certain level of abstraction to the developer. Both sys-
tems provide a SensorManager class which allows requesting a sensor by its type. 
This is possible via a common driver model which has to be implemented by de-
vice manufactures.  

A LocationManager class which uses the SensorManager to get location in-
formation from the available location sensor is provided by both APIs. Depending 
on the requested quality of the information, the LocationManager uses a prede-
fined type of location sensor or tries to get the best result. For the discovery of 
new hardware sensors, the Microsoft Sensor API can use the driver model and the 
device discovery of Windows. 

The Xensor System is a research targeted context system (ter Hofte 2007). The 
main goal of Xensor is to allow researchers to acquire logged data about persons’ 
behaviours without requiring them to attend a research lab. It provides clients for 
Windows Mobile 5.0 that gather sensor data and a logging repository to store the 
data. The Xensor client uses three types of Xensor Modules to gather context in-
formation that is provided as .NET objects to the developer. Module types include 
(1) Experience Samplers that are used to get direct input from a user, (2) Usage 
Sensors that are used to gather application usage data, and (3) Context Sensors that 
are used to gather information from the actual sensors of the device such as GPS, 
Bluetooth, etc. These modules are controlled by the Xensor Engine which loads 
and unloads modules dynamically on request. 

Toolkits provide components that can be re-used when building applications. 
The Context Toolkit (Dey 2001) offers widgets, aggregators and interpreters as 
components. Widgets provide access to context information, hiding the low-level 
details of sensor access. Interpreters are used to derive higher level context infor-
mation. Components can be distributed and re-used by multiple applications, but 
applications need to be statically configured to use them. Information is modelled 
as programming language objects, but there is no underlying semantic model like 
an ontology. 

Context infrastructures are intended to be used by multiple client applications. 
They can be local or distributed and differ regarding their scalability. In the Con-
text Broker Architecture (CoBrA) (Chen 2004) one broker maintains a context 
model for a certain space. This simplifies local reasoning as all information rel-
evant to a certain space is available centrally, e.g. hosted by a powerful server. 
Clients can dynamically discover context information, but they need to find the 
right broker first and any processing or reasoning about information from different 
brokers needs to be handled by the client. Context information is modelled using 
the Web Ontology Language (OWL). 
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The Context Management Service (CMS) developed in the Awareness project 
(Van Sinderen 2006) is based on context brokers and context sources. The CMS is 
structured according to domains consisting of one context broker and multiple 
context sources. Context sources can be sensor-based, context reasoners, or con-
text storage services. Context brokers can be peered through an inter context bro-
ker discovery protocol. The CMS assumes a context model with entities and con-
text associated to these entities. As representations both an extended Presence 
Information Data Format (PIDF) and RDF are supported. Context sources support 
queries based on SQL and RDQL and subscriptions based on the Session Initiation 
Protocol (SIP).  

Table 1: Overview of Approaches for Context Management and Access 

Approach Structure and  
Distribution 

Discovery  Modelling ab-
stractions 

Processing and In-
ference 

Microsoft Sensor 
API (Microsoft 
2011) 

Local API type-based sensor 
discovery   

C struct records - 

Android Sensor API  Local API Type-based sensor 
discovery 

Java Objects - 

Xensor  
(ter Hofte 2007) 

Mobile clients 
synching to a re-
pository 

- .NET objects - 

Context Toolkit 
(Dey 2001) 

Distributed widg-
ets 

Static 
configuration 

Programming lan-
guage objects 

Interpreters, aggre-
gators 

Context Manage-
ment Service  
(CMS, Van 
Sinderen 2006) 

Context domains 
with peered con-
text brokers 

Context broker as 
discovery service 

UML or ontology 
model represented 
as extended PIDF 
or RDF 

Context Reasoners: 
ontology reasoning 
and machine learn-
ing 

IYOUIT 
(Böhm 2008) 

mobile phone cli-
ents, coordinated 
by a central server 

Static configura-
tion 

Ontology concept  
instances 

Ontology reasoning 
and other classifica-
tion algorithms 

CoBrA  
(Chen 2004) 

Multiple inde-
pendent brokers 

Broker directory, 
access through 
model kept by 
brokers 

OWL ontology Context Reasoning 
Engine in broker 

C-CAST 
(Knappmeyer 2009) 

P2P distributed 
brokers 

Broker based dis-
covery of context 
providers 

entity-based con-
text represented in 
XML 

Context providers: 
aggregation, fusion, 
inference  

Sensor Web 
(Botts 2007) 

sensor access and 
management ser-
vices 

Supported by reg-
istry services 

Sensor focused 
with semantic ex-
tensions 

No specific support, 
can be provided as 
sensor 

SENSEI 
(SENSEI 2011) 

Distributed com-
ponents for dis-
covery and con-
text access 

Peered directories 
for resource dis-
covery 

Integrated two 
level ontology for 
sensor values and 
context entities 

Resources provid-
ing aggregation, fu-
sion and reasoning  
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IYOUIT (Böhm 2008) provides a social aspect to Context Management. It pro-
vides a client for Nokia S60 phones which collects information from the phone 
sensors (e.g. GPS), user input (e.g. mood) and derived data (e.g. weather at the lo-
cation). The underlying context system is the CMS described in the previous sec-
tion. The deployment, however, has a strong focus on semantically enriching in-
formation, making wide use of ontology reasoning and classification algorithms to 
ensure data consistency and infer new relationships among gathered information. 
For example, a day spent at home, work, a place of the type “restaurant”, then 
work again and finally home, can be classified as a normal working day. 

In C-CAST, a broker manages relationships between context providers and 
context consumers (Knappmeyer 2009). Aggregation, fusion and inference of con-
text information is handled by context providers that have to manage their own in-
puts, possibly from other context providers. Clients can dynamically discover con-
text providers through a broker and context information is modelled in 
ContextML. Context providers must support queries and may optionally support 
subscriptions. 

The OGC Sensor Web Enablement (SWE) working group is defining a com-
prehensive set of web services for accessing sensor data (Botts 2007). SWE mod-
els sensors as processes providing geographically referenced observations and 
measurements. Sensors and their information can be discovered based on provided 
sensor descriptions rather than contextual information. Sensors can be freely dis-
tributed, but need to push their information to a Sensor Alert Service (SAS) in or-
der to support subscriptions. The Sensor Web has been considered for use with 
pervasive advertising applications by Foerster et al. (Foerster 2009). 

SENSEI (SENSEI 2011) integrates Wireless Sensor Networks into a sensor 
framework and provides a context framework on top of it. For clients, the Seman-
tic Query Resolver (SQR) provides a single point of access for discovering re-
sources as well as directly querying or subscribing to context information. The 
SQR includes a planner that can dynamically create processing trees based on the 
currently available sensor and processing resources, which are used for aggregat-
ing, fusing and inferring context information. Information is modelled as an inte-
grated two level ontology representing sensor information as well as real world 
entity-based context information. 

5 A Methodology for Developing Context-aware Advertising 
Applications 

In this section we describe a simple methodology that helps researchers and practi-
tioners to design and develop flexible context-aware advertising applications sys-
tematically and efficiently. The methodology presented in this section is generally 
applicable to context-aware applications and is extracted from the approaches de-
scribed in the previous section and our experience in designing context-aware and 
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pervasive advertising applications. As depicted in Fig. 2 it is based on a simple 
system model that considers a pervasive advertising application as distributed ap-
plication consisting of context consuming (sinks), producing (sources) and pro-
cessing components (processors). A processor is both a sink and a source. 

 

The methodology follows a top-down approach for developing the application 
and consists of the following questions that must be answered step-by-step: 

• What are the context sinks in my application? 
• What information does each sink consume? 
• How is the information modelled and described? 
• What information sources, i.e. sensors and services, are used? 
• How are sensors and other information sources integrated? 
• How can sinks access context information? 

As illustrated in the previous section many choices exist in particular with re-
spect to modelling and accessing the information as well as distributing and struc-
turing the components. For the remainder of this chapter we use our own middle-
ware for demonstrating how answering these questions helps to realize our 
scenario. 

6 The Context Management Framework 

We developed the Context Management Framework (CMF) with the purpose of 
simplifying the development of context-aware applications. The Context Man-
agement Framework originated from the MAGNET project (Nicolakopoulos 
2009) and has been applied to many application areas –  in particular to pervasive 
advertising and Digital Signage (Strohbach 2009). 

As depicted in Fig. 3 the CMF consists of multiple Context Agents. A collection 
of Context Agents is typically grouped in clusters and can further be organized in 
clusters of clusters. Each agent provides access to information stored locally and 
at connected agents. Agents also enforce policies that define which applications 
and other agents can access which entity/attribute pairs. 

 

Fig. 2: Basic system model of a typical context management system. Sources produce context in-
formation, processor fuse or modify context and sinks consume information. 
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A Context Agent offers information to applications from any of the following 
three sources: sensors accessed by retrievers, persistent context available from the 
storage component and processing units. Indirectly applications are also context 
sources as they are able to modify information in the storage component. Accord-
ing to our system model in Fig. 2 processing units, storage components, and appli-
cations are also sinks. 

 
 

Fig. 3: High level architecture of the Context Management Framework consisting of coordi-
nating Context Agents 

Applications typically access the CMF using the CMF Interface on a local Con-
text Agent, i.e. an agent deployed on the same computing node as the application. 
The CMF Interface offers access via a declarative Context Access Language 
(CALA) that is able to query distributed entity/attribute pairs. CALA provides 
query, subscribe, insert, delete, and update operations that operate on a cluster of 
Context Agents. Thus applications can access information in a fully declarative 
way and do not need to address individual agents directly. They are able to use a 
unified interface to access information generated by any sensor.  

The CMF uses an entity/attribute based data model (see Fig. 4). Each piece of 
information is described as an entity that has an id and a type. An entity consists 
of one or multiple context attributes consisting of a name, type and value. Each at-
tribute can be associated with metadata, e.g. for quality of information. In particu-
lar we use the metadata to annotate attributes with temporal information indicating 
in which time interval the attribute is valid. 

 
Fig. 4: CMF information model consisting of an Entity, ContextAttribute and MetaData (Bauer 
2010) 
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The CMF is OSGi based (OSGi 2010) and runs on most devices that support a 
Java virtual machine, ranging from regular computers to embedded PCs – as used 
in professional Digital Signage displays – to Windows Mobile and Android mo-
bile phones, home gateways and set top boxes. The programming interface is 
based on XML-RPC, and its main concepts are currently being standardized as 
part of the Context API in the Open Mobile Alliance (OMA) Next Generation 
Service Interface (NGSI) (Bauer 2010). 

7 A Case Study: Developing with the CMF 

In this section we apply the methodology described in section 5 to our Digital 
Signage scenario from section 3. We use our CMF middleware as a tool that sup-
ports researchers and practitioners in realizing their applications. Using the exam-
ple of our guiding scenario we answer each of the questions presented in section 5 
and use our CMF middleware as a tool to conceptualize and implement the scen-
ario step by step. 

7.1 What Are the Context Sinks? 

Table 2 lists the identified sinks. The content adaptation component is responsible 
for showing the content based on the display context such as nearby users. Conse-
quently it is realized as a CMF application. 

Table 2: Sinks extracted from the guiding scenario and their realization with the CMF 

Component Name CMF Realization 
Content Adaptation Application 
Preference Learning Processing Unit 
Preference Database Storage 
Secondary Content Website Application 
Navigation Service Application 
Mini Game Application 
Context Logging Service Processing Unit 
Context Log Storage 
Experience Log Application 

 
The preference learning component learns preferences about users and content. 

User preferences include preferred content for a user or user group in a given 
situation. In contrast, content preferences indicate the preferred presentation con-
text (e.g. environmental context, time, location) of a certain content or content 
type. Such preferences can be learned based on previously recorded attention 



12  

 

times (how long has the audience looked at the content) or on actions resulting 
from watching the content (e.g. purchasing actions for advertisements). Learned 
preferences can thus be considered as context that is known before and constantly 
updated after the content is shown. 

The preference learning component is realized as a processing unit that updates 
the preference database. The preference data base itself is realized with the storage 
component. 

For a prototype realization selecting the CMF as preference database is the pre-
ferred choice as all information can uniformly be managed in one system using a 
single API. In a commercial deployment however, it is more likely that learned 
preferences are managed by an existing preference database external to the CMF 
and thus the preference learning component may be realized as application.  

The secondary content website, navigation service and the mini game are all 
realized as applications using respective context information. 

Finally, the context logging service records related context information, e.g. for 
audience measurement, later analysis and the experience log application. Similar 
to the preference learning service it is realized as processing unit that stores the re-
sult in the Context Log realized with the CMF storage component. 

7.2 What Information Does Each Sink Consume? 

The information consumed by each sink is listed in Table 3. The content adapta-
tion sink component requires a considerable amount of context information in 
order to target the content to the current audience. Similarly, the preference learn-
ing component uses presentation context, audience measurement data (e.g. atten-
tion time, dwell time, interaction feedback, etc.) and other feedback in order to de-
rive the user and content preferences. For instance the opportunity to see (OTS) is 
a common term to describe the number of passers-by that could have potentially 
looked at the content of the display (Spaeth 2008). 

Table 3: Context Information consumed by each sink 

Context Sink Consumed Context Information 

Content Adaptation Identity/number of passers-by, User profiles and 
preferences, user activity, environmental con-
text, shopping list items, content preferences 

Preference Learning Presentation context, audience measurement 
data, buying actions 

Preference Database User preferences 
Secondary Content Webpage Launch Trigger incl. Display 
Navigation Service User location, destination, display orientation 
Mini Game Touch event 
Context Logging Service All of the above, game performance 
Context Log All of the above, game performance 
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The secondary content webpage only requires a launch trigger, i.e. the informa-

tion that should be displayed. In our scenario secondary information is being dis-
played on the mobile phone. In an extended scenario this information could how-
ever also be displayed on any other nearby display including the display on which 
the original advertisement is shown. 

The navigation service requires information about the user’s location, destina-
tion and display orientation in order to display the right directions. 

7.3 How Is Information Modelled And Described? 

 

Fig. 5: An UML visualization of the domain ontology suitable for realizing the guiding scenario. 
Each class is a subclass of Entity and each attribute is an instance of ContextAttribute. Associa-
tions are also realized as ContextAttributes. The model is simplified only containing the most 
important entities and attributes. For instance it does not show basic user profile information. 

Fig. 5 shows the domain ontology of the guiding scenario in form of a UML dia-
gram. It captures the information produced and consumed by context sources and 
sinks as described in the previous section.  
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Audience Measurement information is captured in a separate entity and is 
linked to both the display and indirectly via PresentationContext to Content as at 
measurement time it is easier to relate audience measurement context statically to 
a display or a place rather than to dynamically changing content. This way it is 
easier to develop context sources as they do not rely on other context information. 
The relationship to content is inferred by processors such as the preference learn-
ing component or dedicated reasoners. 

The relationships between Product, ShoppingList, Person, and Content further 
illustrate how the CMF can be used to capture, store and react to the context of a 
display. The shopping list contains a set of products that a user may eventually 
buy. The purchasing action is recorded in the Person entity. The Product entity is 
related to the content that advertised the product. The associated PresentationCon-
text captures the context the advertisement was shown in. This way, user and con-
tent preferences (preferredPresentationContext) can be inferred and used to op-
timize the overall system behaviour. 

Finally, we use a WebApplication entity to model our secondary web page. It 
uses the URL as identifier. The launchState attribute is inserted in the storage 
component to indicate that the application should be launched. This shows how 
the CMF can be used as distributed communication infrastructure. 

7.4 What Context Sources Are Used? 

Table 4:  Context sources and their realization with the CMF.  

Context Source CMF Realization 
User preferences Storage, Application, Preference Learning Pro-

cessor 
Activity Microsoft Outlook Calendar Retriever 
Environmental context(humidity, temperature, 
brightness, noise) 

SUN SPOT Retriever (SUN 2010) 

Shopping list items Application or Database Retriever 
Age, gender, attention time, actual impressions, 
viewing distance, OTS, dwell time, 

Camera Retriever 

Launch Trigger Barcode Retriever/NFC Retriever 
Product purchased Barcode Retriever, reward scheme Retreiver 
Location Bluetooth ping Retriever, barcode Retriever, 

NCF Retriever, GPS Retriever, Location System 
Retriever 

Display orientation Application, Location System Retriever 
Touch event Application 
Mini game score Mini Game Application 
Context History Context Logging Processor and Context Log 

Storage 
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Table 4 lists the context sources and their realization with the CMF. In order to 
fully implement the scenario, there must be a source for each CMF attribute. We 
only list the most important sources. Other sources are mostly CMF applications 
that provide static information, e.g. the location and orientation of the display or 
processors that infer new relationships, e.g. between the presentation context and 
audience measurement data. 

We have only listed those sensors that we have integrated or are considering in-
tegrating in the CMF. Many other sensors could be used, e.g. body worn sensors 
for inferring user activities (Van Laerhoven 2009). Fig. 6 shows the resulting in-
formation flow between sources and sinks. 

 

   

Fig. 6: Simplified view on the information flow between sources and sinks. Related informa-
tion is summarized and some sources and sinks are left out for better readability. For instance 
the mini game application and related sources are not shown.  

Shopping list items can in principle be provided by an application that uses the 
CMF as distributed database. If the shopping list application already exists it may 
be a better choice to access the shopping list by a retriever. 

Most of the audience measurement data can be obtained by a camera attached 
to the display. Many commercial systems are available, e.g. the VISAPIX People 
Counter (VISAPIX 2010), Trumedia’s audience measurement systems (Truemedia 
2010), or the Field Analyst (NEC 2011). For obtaining opportunity to see meas-
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urements and dwell time we implemented our own source using the OpenCV pro-
gramming library (OpenCV 2010). 

The launch trigger can be provided by an NFC or Barcode Retriever on a mo-
bile phone. In our implementation (Strohbach 2009) we used the QR code reader 
QuickMark (Quickmark 2010) that is available for a vast range of mobile phones. 
While the above scenario does not require providing the launch trigger via the 
CMF, it is an easy way of extending the scenario with additional functionalities, 
e.g. launching the application on a different display than that of the device with 
which the barcode was scanned. The ZXing programming library (ZXing 2010) 
provides APIs for coding and decoding various barcodes that can be used as 
launch trigger retriever in our scenario. 

The purchase of a product can best be monitored at the checkout. In our imple-
mentation we chose to integrate a retriever interfacing a commercial off-the-shelf 
barcode reader that is able to read personalized discount barcodes from a mobile 
phone. Such data collection requires the consent of users. Reward scheme infra-
structures as offered by most larger European supermarkets could be used as alter-
native context source. 

User location as required by the navigation service can easiest be obtained from 
any explicit interaction with the display, e.g. when scanning the barcode or NFC 
tag. In our own implementation we have used the scanning of the personal dis-
count barcode to infer the position of the user. 

For proactive content presentation it is necessary to obtain location information 
without explicit user interaction. Therefore we ping Bluetooth devices in a privacy 
preserving way (Strohbach 2009). For outdoor scenarios we have also integrated a 
GPS retriever for mobile phones. In indoor scenarios it would be necessary to 
equip customers with tags, e.g. integrated in loyalty cards or in trackable shopping 
carts (Krüger 2010, Metro 2011). More importantly it requires the deployment of 
usually expensive indoor positioning system (Ubisense 2010). If available, such a 
system can also be used to obtain dynamic orientation information. We have ex-
perimented with an ultrasound-based system (Zhao 2008) and integrated a re-
triever in our CMF. 

7.5 How Are Sensors and Other Information Sources 
Integrated? 

Sensor information or extracted features of a sensor are typically integrated into 
the CMF by implementing a source and a mapper that together constitute a re-
triever. A source accesses the actual data and provides its data set over a well de-
fined interface to a mapper. A mapper then transforms data representations, e.g. 
extracting the actual data out of encoded Bluetooth information.  

Sources and mappers are independent components that are wired in a configu-
ration file. A configuration files defines mappings to entity/attribute pairs: 

entityId=display1 
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entityType=Display 
retrieverName=BtPingRetriever 
attributeName=hasScanned 
attributeType=MACAddress 
sourceClass=eu.neclab.[...].BtPingSource 
mapperClass=eu.[...].ToBluetoothAddressMapper 

The mapper extracts the MAC address from the data set provided by the source. 
Additional retrievers can be provided with even less effort: for instance if one 
would be interested in the Bluetooth friendly name, one could define a mapper 
that creates a BluetoothDevice entity extracting the MAC address and the Blue-
tooth friendly name. In this case the configuration would not contain an entityId 
property but the mapper could be written to provide the MAC address as entity id. 

Processing Units are used to fuse context information and use a CALA-based 
interface to access and provide context information. They provide context infor-
mation using update and insert operations. For instance we use a processing unit 
that subscribes to MAC address sightings provided by the retriever above and pro-
vides the location of a user. It uses a simple mapping between display ids and lo-
cation, and a mapping between MAC addresses and user Ids.  

Applications provide context information simply by using insert, update and 
delete operations on entity/attribute pairs. 

7.6 How Can Sinks Access Context Information? 

With our Context Access Language, CALA, single one-time queries can be ex-
pressed or subscriptions on entity/attribute pairs can be defined. CALA provides 
similar concepts to the SQL query language, but has been deliberately designed 
with limited expressiveness so that it can easily be evaluated in a distributed way. 
For instance CALA does not support join operations. 

CALA supports the following language constructs both for queries and sub-
scriptions: 

• Selectors – selects the entity and attributes to be returned. Entities can be selec-
ted either only by types or type and identity 

• Restrictions – defines constraints on the returned attribute values 
• Scopes – restricts the search space. In the current implementation, network 

scopes are supported that allow to specify whether only values available in the 
local CMF agent or a whole cluster should be returned 

Subscriptions also allow the specification of a monitored attribute and a trigger 
condition defining when notifications should be sent to the sink. For instance one 
can specify that a notification should be sent every few milliseconds or whenever 
the attribute changes its value. The following example shows an XML representa-
tion of a CALA subscription used by the content adaptation component to access 
location information: 
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<Subscription> 
 <EntityTypeSelector> 
  <entityType>User</entityType> 
  <attributeName>location</attributeName> 
 </EntityTypeSelector> 
 <OnChangeSubscriptionCondition> 
  <attributeName>location</attributeName> 
 </OnChangeSubscriptionCondition> 
 <Scope> 
  <networkScope>CLUSTER</networkScope> 
 </Scope> 
 <Options></Options> 
</Subscription> 

8 Discussion 

In our case study we have made certain design and implementation decisions that 
impact the implementation effort, maintainability and extensibility of the realized 
scenario. These are in particular decisions with respect to 

• Distributed vs. centralized context management, 
• Semantic and declarative access vs. service-based access, and 
• Contextualized information vs. low level sensor information. 

We decided for a decentralized architecture that allows dynamic peering of 
context sources and sinks. An alternative approach could have been to use central 
servers that store all context information (cf. CoBrA (Chen 2004)). This approach 
works well for small scale installations and avoids the challenging task of distri-
buted reasoning. But a major drawback is the required communication overhead as 
all information needs to be sent to the server, which may result in unacceptable la-
tencies. Additionally, centralized approaches require a higher level of trust that 
context information is not misused. 

Semantic and data driven context access as realized in CALA, enables the 
specification of what rather than how context information is accessed. This re-
duces the complexity for application developers as they do not need to care about 
which sources to access, nor use a directory service (cf. SensorWeb (Botts 2007)). 

Our case study also shows that even a comparatively simple scenario involves a 
large number of sources, processors and sinks (cf. Fig 6). As the number of com-
ponents increases it becomes increasingly hard to manage the relationship between 
the components. By its declarative approach the CMF takes away this burden both 
from application developers and developers of sources and processors. 

Our data driven approach requires developers to carefully think about how they 
model the information. For instance, if we decided to configure a mapper to pro-
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vide Bluetooth sightings directly as user location, we would not be able to derive 
other information easily. Likewise, application developers must be aware of what 
information is available in the system. We are considering providing an extensible 
ontology targeted at Digital Signage and Pervasive Advertising applications to re-
duce and simplify the data modelling effort. 

By its entity/attribute model the CMF enforces contextualization of any pro-
vided data. This is in contrast to the sensor APIs described in section 4. The en-
tity/attribute model forces developers to think about the semantics and as a result 
provides richer and more meaningful data.  

9 Summary 

In this chapter we have presented state-of-the art in context management and ap-
plied it to the specific problems that researchers and practitioners face when de-
veloping Pervasive Advertising applications. Based on a Digital Signage applica-
tion scenario, we motivated the challenges faced by pervasive advertising 
applications that rely on context information. We have provided an overview of 
existing solutions for context management including our own framework, the 
CMF, and presented a methodology for developing context-aware advertising ap-
plications. We illustrated how the methodology can be followed by presenting a 
case study using the CMF. Finally we have discussed design choices in our case 
study. 
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